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Outline

• Introduction
•Mobility at mmWaves
•Multi connectivity solutions
• 3GPP NR beam management

•Deployment of mmWave networks
• Integrated Access and Backhaul

•End-to-end performance and cross-layer 
interactions
• TCP and the mmWave RAN

•Conclusions and research directions
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3GPP NR: novelties

•New Radio Access Network (RAN)
§ Physical layer with Orthogonal Frequency Division 

Multiplexing (OFDM)
§ Support for 

§ Higher frequencies (mmWaves)
§ Ultra-low latency

§ Stand-alone (SA) or Non Stand-alone (NSA) 
operations

•New Core Network
§ Network Function Virtualization (NFV)
§ Network slicing
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3GPP NR: novelties 
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Frame – 10 ms Physical Resource Block  
N

 subcarriers 

Subframe – 1 ms

Examples of slot numbers with 
different subcarrier spacing

Subcarrier 
spacing 60 
kHz

Slot – 0.25 ms

Subcarrier 
spacing 
120 kHz

Slot – 0.125 ms

Symbol – 8.9 μs

Flexible frame structure

LTE

SA deployment
5G Core

NSA deployment
4G EPC

PGW/SGW

MME

HSS
Network slicing and NFV
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5G Core Network options

mmWave directional 
communications

Multi RAT access
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3GPP NR: timeline

Goal: deployment by 2019

Non Stand-alone
specifications

Dec. 2017 June 2018

Stand-alone
specifications

5G phase 1 5G phase 2

March 2020

Release 15 Release 16
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§Potentials
§Bandwidth
§Large arrays 

in small space

§Challenges
§High propagation loss
§Directionality
§Blockage

Unleashing the 3-300GHz Spectrum

With a reasonable assumption that about 40% of the spectrum in the 
mmW bands can be made available over time, we open the door for 
possible 100GHz new spectrum for mobile broadband 

• More than 200 times the spectrum currently allocated for this purpose below 3GHz. 

16Copyright © 2011 by the authors.  All rights reserved.

3GPP NR: mmWaves in cellular networks

3GPP NR Release 15 will support frequencies up to 52.6 GHz
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Z. Pi and F. Khan, "An introduction to millimeter-wave mobile broadband systems," 
in IEEE Communications Magazine, vol. 49, no. 6, pp. 101-107, June 2011.



mmWave research in Padova
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From mmwave.dei.unipd.it



§ Built on top of ns-3 – popular open source network 
simulator – and the LTE LENA module

§ Used in several performance evaluations presented in 
this talk

§ End-to-end performance analysis
§ Multiple scenarios (cellular, public safety, vehicular)
§ Realistic channel model implementation (3GPP)
§ Custom PHY/MAC
§ Mobility with

dual connectivity
§ Full TCP/IP stack
§ Application layer

PHY
MAC
RLC

Tunneling

PDCP
RRC

PHY
MAC
RLC

TCP/IP
APP

PDCP
RRC

UE
Base station CN function

PGW/SGW

MME

Base station

TCP/IP
APP

Remote Server

CHANNEL MODEL

BEAMFORMING

ns-3 mmWave module
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www.github.com/nyuwireless-unipd/ns3-mmwave

http://www.github.com/nyuwireless-unipd/ns3-mmwave


Mobility at mmWaves
Multi connectivity and beam management
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The mobility challenge at mmWaves
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Issues: high propagation loss and blockage

Large antenna arrays increase 
the link budget, but the power is 

focused on narrow beams

Need to track the narrow 
beams when moving 

Ultra-dense deployments

High number of handovers



• Goal: design a system resilient to fluctuations and outages

Multi connectivity for mmWaves
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Multi-connectivity combines sub-6 GHz 
and mmWave benefits

M. Polese, M. Giordani, M. Mezzavilla, S. Rangan and M. Zorzi, "Improved Handover Through Dual Connectivity in 5G 
mmWave Mobile Networks," in IEEE Journal on Selected Areas in Communications, vol. 35, no. 9, pp. 2069-2084, Sept. 2017.



Results: throughput variance with UDP traffic

Variance is lower when multi connectivity is implemented 
(good for real-time applications – prevents buffer overlows)
• UDP traffic (constant bitrate, 400 Mbit/s at application layer)
• Throughput measured in the RAN
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Fig. 10: Average ratio R
var

, for different values of the delay D and the UDP packet interarrival time T
UDP

, for a fixed and
dynamic TTT HO algorithm. Narrow bars refer to a hard handover configuration, while wide colored bars refer to a dual
connectivity implementation. The RLC buffer size is B

RLC

= 10 MB.

interarrival time TUDP, making it clear that the LTE eNB employed in a DC configuration can

stabilize the rate, which is not subject to significant variations. In fact, in the portion of time

in which the UE would experience zero gain if a hard handover architecture were implemented

(due to an outage event), the rate would suffer a noticeable discrepancy with respect to the LOS

values, thus increasing the rate variance throughout the simulation. This is not the case for the

DC configuration, in which the UE can always be supported by the LTE eNB, even when a

blockage event affects the scenario. This result is fundamental for real-time applications, which

require a long-term stable throughput to support high data rates and a consistently acceptable

Quality of Experience for the users.

Furthermore, it can be seen that Rvar increases when the CRT are collected more intensively. In

fact, even though reducing D ensures better monitoring of the UE’s motion and faster reaction to

the channel variations (i.e., LOS/NLOS transitions or periodic modification of the small and large

scale fading parameters of H), the user is affected by a higher number of handover and switch

events, as depicted in Fig. 7(a): in this way, the serving cell will be adapted regularly during the

simulation, thereby causing large and periodic variation of the experienced throughput. For the

same reason, Rvar is higher when applying a dynamic TTT HO algorithm, since the handovers

and switches outnumber those of a fixed TTT configuration.

Finally, to compare the DC and the HH architectures, we can consider the ratio RDC/HH =

Rvar,DC/Rvar,HH. It assumes values lower than 1, reflecting the lower variance of a DC config-
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Results: latency with TCP traffic

§ No handover -> bufferbloat with TCP (more on this later)

§ Multi connectivity (fast handovers – no service 
interruption) -> lowest RAN latency

HH at larger network delays. While this gain is relatively
small, it should be stated that the goodput here is measured
on average for the entire runs where handover events are
relatively infrequent. Thus, the di�erence in average through-
put is not large. We will see in the next section that the more
signi�cant gain is in latency. In general, the dual connec-
tivity option manages to complete the handovers between
mmWave base stations or the switches across RATs in a
shorter time, with fewer packet losses, therefore it sustains a
generally higher goodput. However, the single connectivity
solution manages to reach a better performance when there
is a short interval of time with the channel in LOS condition
and the user does not change the serving base station. In
this case, indeed, the overall latency of the single connec-
tivity option is smaller than that of the dual connectivity
deployment2, therefore the congestion window grows more
quickly. In the scenario with Nobs = 5 and the ES, we ob-
served that, if the same latency is considered in the �xed
part of the network, then the solution with dual connectivity
gains on average 400 Mbit/s (20%) with respect to the single
connectivity architecture.

Finally, the number of obstacles Nobs plays a major role in
the achievable goodput, which is up to 2 times higher with
5 obstacles than with 15. In the �rst case, indeed, there is a
higher probability of having a LOS channel, thus a higher
data rate available at the physical layer.

4.3 Latency
Fig. 5 reports the boxplots for the RAN latency of successfully
received packets at the PDCP layer, for di�erent mobility
management schemes and di�erent values of Nobs. It can be
immediately seen that adapting the serving base station to
the best one available not only increases the goodput, but
also reduces the latency. The handover procedures may occa-
sionally introduce additional latency because of the handover
interruption time (i.e., the interval from the detachment from
the source base station and the connection to the target one),
but they are necessary to track the best serving base sta-
tion and thus increase the probability of being connected
with a LOS link. Therefore, the packet transmissions bene�t
from the higher available data rate from the lower number
of HARQ and RLC retransmissions. Moreover, thanks to a
dense deployment and to the handover or switch procedures,
it is possible to avoid outages and most of the LOS to NLOS
transitions that cause the bu�ering (and thus latency) at the
RLC layer that was measured in [22] in combination with
TCP as the transport layer, thus containing the bu�erbloat
issue.

2At least with the core network architecture considered in this paper and
described in Sec. 3. It is due to the forwarding latency on the X2 link from
the PDCP layer in the LTE base station to the mmWave base station.
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(b) Nobs = 5 random obstacles.

Figure 5: RANone-way latency for the three di�erentmobilityman-
agement schemes, with a di�erent number of obstacles Nobs. Notice
that the y-axis is in logarithmic scale.

Finally, if we consider the two architectures in which the
handovers are allowed, the one with dual connectivity man-
ages to keep the latency at a minimum, and with a smaller
variability as shown by the boxplots, thanks to the faster
handover or RAT switch procedures [11].

4.4 RLC AM and RLC UM
In the previous sections, we considered the Acknowledged
Mode of RLC, since it is usually combined with TCP, while
the Unacknowledged Mode (UM) is used with best e�ort pro-
tocols, since it does not provide retransmissions. However,
thanks to the lack of RLC layer retransmissions and the need
for packet reordering at the receiver, the UM reduces the
latency, and has a smaller impact on the X2 links during the
handover and switch events, since with RLC AM both the
transmitted but not acknowledged and the not-yet transmit-
ted packets are forwarded from the source to the target base
station, while with RLC UM only the latter are forwarded.
Fig. 6 shows the goodput (solid bars) and the latency (dotted
bars) for the Edge Server scenario, i.e., the one in which the
TCP control loop is as short as possible. It can be seen that, as
expected, RLC AM yields a higher goodput at the price of an
increase in the RAN latency. Moreover, the drop in goodput
of RLC UM is more noticeable with the DC architecture, since

High blockage density

M. Polese, M. Mezzavilla, S. Rangan and M. Zorzi, "Mobility Management for TCP in mmWave Networks," in Proceedings
of the 1st ACM Workshop on Millimeter-Wave Networks and Sensing Systems 2017 (mmNets), pp. 11-16, Snowbird, Utah, 
USA, Oct. 2017.M
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Takeaways on multi-connectivity

• Generally improved network performance

• Lower latency

• More stable throughput

• Lower signaling traffic

• Flexible solutions for control and user plane coordination

• Cost

• RAT integration

• Backhaul traffic
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INITIAL ACCESS
• Challenge: at mmWaves antenna gains are needed already during the IA phase

Directional initial access schemes

Beam management in 3GPP NR - motivation

28 GHz
omnidirectional range

28 GHz
directional range
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INITIAL ACCESS
• During Initial Access (IA) a UE establishes a physical link connection with a gNB

Directional initial access schemes

BEAM TRACKING
• UE and gNB keep tracking which is the best beam for communication 

throughout the whole session
• Possibly trigger mobility procedures such as beam switch, handover or radio 

link failure

Beam management in 3GPP NR - motivation
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3GPP NR integrates beam management procedures at 
the PHY and MAC layers

• Novel design of synchronization and reference signals
• Novel procedures for initial access and beam tracking

Beam management in 3GPP NR

M. Giordani, M. Polese, A. Roy, D. Castor, M. Zorzi, “A Tutorial on Beam Management for 3GPP NR at mmWave
Frequencies”, IEEE Communications Surveys and Tutorials, 2018.

M. Giordani, M. Polese, A. Roy, D. Castor, M. Zorzi, “Standalone and Non-Standalone Beam Management for 3GPP NR at 
mmWaves”, submitted to IEEE Comm Mag, 2018.Be
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• Each gNB transmits directionally the SS blocks, by sequentially sweeping 
different angular directions to cover a whole cell sector.

SYNCHRONIZATION SIGNAL (SS): the fundamental DL measurement signal for 
users in idle mode*

3GPP NR Measurement Signals: SS block

*it can be used also in connected mode
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SS burst

Slot (with 14 OFDM symbols) 
with two SS blocks

0
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SS block

… …
SS burst periodicity (TSS)

frequency

time

• Each SS burst is composed of (max) 64 SS blocks 
• Each slot (14 OFDM symbols) contains 2 SS blocks (i.e., of 4 OFDM symbols 

each)
• SS bursts are sent every TSS (overhead )
• Each SS block is mapped to a certain angular direction à measurements 

are made
• Based on the SS measurements, the optimal TX/RX beam pair is selected

SS block and burst
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3GPP NR Measurement Signals
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SOUNDING REFERENCE SIGNAL (SRS): the fundamental UL measurement 
signal for users in connected mode

CHANNEL STATE INFORMATION REFERENCE SIGNAL (CSI-RS): 
the DL measurement signal for users in connected mode
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1. Beam sweeping

2. Beam measurement

3. Beam determination

4. Beam reporting

Beam Management in NR
The 3GPP has specified a set of procedures for the control of multiple beams 

at mmWave frequencies  which are categorized under the term 
BEAM MANAGEMENT 

Be
am

 m
an

ag
em

en
t i

n 
3G

PP
 N

R

Initial Access in a standalone deployment

RACH preamble

gNB UE
SS Burst

UE decides which 
is the best beam

SS Blocks to 
get RACH 
resources UE receives RACH 

resource allocation

Beam sweep 
and 
measurement

Beam 
determination

Beam reporting



What is the probability of receiving an SS block?

• Better accuracy with narrow beams 
(the more antenna elements in the system, the narrower the beams, the more 
directional the transmission, and the higher the beamforming gain)

• Better accuracy for dense networks

Results: detection accuracy
Be

am
 m

an
ag

em
en

t i
n 

3G
PP

 N
R

M ✓ [deg] N✓ gNB N✓ UE

4 60 2 6
16 26 5 14
64 13 10 28

TABLE I: Relationship between M , ✓ and N✓ , for the azimuth case.

ground. There exists a strong correlation among beamwidth,
number of antenna elements and beamforming gain. The more
antenna elements in the system, the narrower the beams, the
higher the gain that can be achieved by beamforming, and
the more precise and directional the transmission. Thus, given
the array geometry, we compute the beamwidth �

beam

at 3
dB of the main lobe of the beamforming vector, and then
N

✓

= �

✓

/�
beam

and N
�

= �

�

/�
beam

. The results are
shown in Table I.

Additionally, different beamforming architectures, i.e., ana-
log, hybrid or digital, can be used both at the UE and at the
gNB. Analog beamforming shapes the beam through a single
Radio Frequency (RF) chain for all the antenna element and
therefore it is possible to transmit/receive in only one direction
at any given time. This model saves power by using only
a single pair of Analog to Digital Converters (ADCs), but
has small flexibility since the transceiver can only beamform
in one direction. Hybrid beamforming uses K

BF

RF chains
(with 1 < K

BF

 M ), thus is equivalent to K
BF

parallel
analog beams and enables the transceiver to transmit/receive
in K

BF

directions simultaneously. Nevertheless, when hybrid
beamforming is used for transmission, the power available
at each transmitting beam is the total node power constraint
divided by K

BF

, thus potentially reducing the received power.
Digital beamforming requires a separate RF chain for each
antenna element and therefore allows the processing of the
received signals in the digital domain, potentially enabling
the transceiver to direct beams at infinitely many directions
at the same time [23]. Although the digital transceiver is able
to process an infinite number of received streams, only M
simultaneous and orthogonal beams can be handled without
significant inter-beam interference (i.e., through a zero-forcing
beamforming structure [24]). For this reason, we limit the
number of parallel beams that can be generated to M . Fur-
thermore, for energy-saving purposes, we implement a digital
beamforming scheme only at the receiver side. For the sake of
completeness, we also consider an omnidirectional strategy at
the UE, i.e., without any beamforming gain but allowing the
reception through the whole angular space at any given time.

Finally, the last parameter is the density of base stations �
b

,
expressed in gNB/km2.

IV. RESULTS AND DISCUSSION
In this section, we present some simulation results aiming at

(i) evaluating the performance of the presented IA schemes in
terms of detection accuracy (i.e., probability of misdetection),
as reported in Sec. IV-A; (ii) describing the analysis and
the results related to the performance of the measurement
frameworks for the reactiveness and the overhead, respectively
in Sec. IV-B and Sec. IV-C. Final considerations and remarks,
aimed at providing guidelines to characterize the optimal IA
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Fig. 2: CDF of the SNR, for different antenna configurations. �f = 120
kHz, Nrep = 0. The red dashed line represents the SNR threshold � = �5
dB that has been considered throughout this work.

10 20 30 40 50 60

10

�3

10

�2

10

�1

10

0

�b [gNB/km2
]

M
is

de
te

ct
io

n
pr

ob
ab

ili
ty

MgNB = 4,MUE = 4 MgNB = 16,MUE = 4

MgNB = 64,MUE = 4 MgNB = 64,MUE = 16

MgNB = 64,MUE = 1 (omni)

10 20 30 40 50 60

10

�3

10

�2

10

�1

10

0

�b [gNB/km2
]

M
is

de
te

ct
io

n
pr

ob
ab

ili
ty

MgNB = 4,MUE = 4 MgNB = 16,MUE = 4

MgNB = 64,MUE = 4 MgNB = 64,MUE = 16

MgNB = 64,MUE = 1 (omni)

Fig. 3: PMD as a function of �b, for different antenna configurations.

configuration settings as a function of the system parameters,
are contained in Sec. IV-D.

A. Detection Accuracy Results
In Fig. 2 we plot the Cumulative Distribution Function

(CDF) of the SNR between the mobile terminal and the
gNB it is associated to, for different antenna configurations
and considering two density values. Notice that the curves
are not smooth because of the progressive transitions of the
SNR among the different path loss regimes, i.e., Line of
Sight (LOS), Non Line of Sight (NLOS) and outage. We see
that better detection accuracy performance can be achieved
when densifying the network and when using larger arrays.
In the first case, the endpoints are progressively closer, thus
ensuring better signal quality and, in general, stronger received
power. In the second case, narrower beams can be steered thus
guaranteeing higher gains produced by beamforming. We also
notice that, for good SNR regimes, the M

gNB

= 4,M
UE

= 4

and M
gNB

= 64,M
UE

= 4 configurations present good
enough SNR values: in these regions, the channel conditions
are sufficiently good to ensure satisfactory signal quality (and,
consequently, acceptable misdetection) even when considering
small antenna factors. Finally, the red line represents the SNR
threshold � = �5 dB that we will consider in this work.

Analogous considerations can be deduced from Fig. 3 which
illustrates how the misdetection probability monotonically
decreases when the gNB density �

b

progressively increases
or when the transceiver is equipped with a larger number of

Number of antennas at gNB and UE

gNB
density



We also observe that the �

f

= 120 kHz with no frequency
diversity configuration and the �

f

= 240 kHz scheme with
N

rep

= 5 produce the same detection accuracy results, thus
showing how the effect of increasing the subcarrier spacing
and the number of repetitions of the SS block information in
multiple frequency subbands almost compensates in terms of
misdetection capabilities. Finally, we observe that the impact
of the frequency diversity D and the subcarrier spacing �

f

is less significant when increasing the array factor, as can be
seen from the reduced gap between the curves plotted in Fig.
5 for the M

gNB

= 4,M
UE

= 4 and M
gNB

= 64,M
UE

= 4

configurations. The reason is that, when considering larger
arrays, even the configuration with �

f

= 240 kHz and no
repetitions has an average SNR which is high enough to reach
small misdetection probability values.

B. Reactiveness Results
For initial access, reactiveness is defined as the delay

required to perform a full iterative search in all the possi-
ble combinations of the directions. The gNB and the UE
need to scan respectively N

✓,gNB

N
�,gNB

and N
✓,UE

N
�,UE

directions to cover the whole horizontal and vertical space.
Moreover, they can transmit or receive respectively K

BF,gNB

and K
BF,UE

beams simultaneously. Notice that, as mentioned
in Sec. III, for digital and omnidirectional architectures K

BF

=

min{N
✓

N
�

,M}, for hybrid K
BF

= min{N
✓

N
�

,M}/⌫,
where ⌫ is a factor that limits the number of directions in
which it is possible to transmit or receive at the same time,
and for analog K

BF

= 1 [31].
Then the total number of SS blocks needed is4

S
D

=

⇠
N

✓,gNB

N
�,gNB

K
BF,gNB

⇡⇠
N

✓,UE

N
�,UE

K
BF,UE

⇡
. (3)

Given that there are N
SS

blocks in a burst, the total delay
from the beginning of an SS burst transmission in a gNB to
the completion of the sweep in all the possible directions is

T
IA

= T
SS

✓⇠
S
D

N
SS

⇡
� 1

◆
+ T

last

, (4)

where T
last

is the time required to transmit the remaining SS
blocks in the last burst (notice the there may be just one burst,
thus the first term in Eq. (4) would be 0). This term depends
on the subcarrier spacing and on the number of remaining SS
blocks which is given by

N
SS,left

= S
D

�N
SS

✓⇠
S
D

N
SS

⇡
� 1

◆
. (5)

Then, T
last

is

T
last

=

(
NSS,left

2

T
slot

� 2T
symb

if N
SS,left

mod 2 = 0j
NSS,left

2

k
T
slot

+ 6T
symb

otherwise,
(6)

4We recall that hybrid or digital architectures consume more power than
analog ones, if the same number of bits in the ADCs is used, and thus are
more likely to be implemented only at the receiver side. Nevertheless, some
ADC configurations enable energy efficient digital beamforming (e.g., 3 bits
ADC [28]), with a power consumption equivalent to analog implementation.
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The two different options account for an even or odd remaining
number of SS blocks. In the first case, the SS blocks are sent
in N

SS,left

/2 slots, with total duration N
SS,left

/2T
slot

, but the
last one is actually received in the 12th symbol of the last slot,
i.e., 2 symbols before the end of that slot, given the positions
of the SS blocks in each slot described in [18]. If instead
N

SS,left

is odd, six symbols of slot bN
SS,left

/2c + 1 are also
used.

A selection of results is presented in the next paragraphs. In
Fig. 6 we consider first the impact of the number of SS blocks
in a burst, with a fixed SS burst periodicity T

SS

= 20 ms and
for different beamforming strategies and antenna configura-
tions. In particular in Fig. 6a, in which both the UE and the
gNB use analog beamforming, the initial access delay heavily
depends on the number of antennas at the transceivers since
all the available directions must be scanned one by one. It
may take up from 0.6 s (with N

SS

= 64) to 5.2 s (with
N

SS

= 8) to transmit and receive all the possible beams,
which makes the scheme infeasible for practical usage. A
reduction in the sweeping time can be achieved either by

We also observe that the �

f

= 120 kHz with no frequency
diversity configuration and the �

f

= 240 kHz scheme with
N

rep

= 5 produce the same detection accuracy results, thus
showing how the effect of increasing the subcarrier spacing
and the number of repetitions of the SS block information in
multiple frequency subbands almost compensates in terms of
misdetection capabilities. Finally, we observe that the impact
of the frequency diversity D and the subcarrier spacing �

f

is less significant when increasing the array factor, as can be
seen from the reduced gap between the curves plotted in Fig.
5 for the M

gNB

= 4,M
UE

= 4 and M
gNB

= 64,M
UE

= 4

configurations. The reason is that, when considering larger
arrays, even the configuration with �

f

= 240 kHz and no
repetitions has an average SNR which is high enough to reach
small misdetection probability values.

B. Reactiveness Results
For initial access, reactiveness is defined as the delay

required to perform a full iterative search in all the possi-
ble combinations of the directions. The gNB and the UE
need to scan respectively N
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N
�,gNB

and N
✓,UE

N
�,UE

directions to cover the whole horizontal and vertical space.
Moreover, they can transmit or receive respectively K
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and K
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beams simultaneously. Notice that, as mentioned
in Sec. III, for digital and omnidirectional architectures K
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=
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,M}, for hybrid K
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,M}/⌫,
where ⌫ is a factor that limits the number of directions in
which it is possible to transmit or receive at the same time,
and for analog K

BF

= 1 [31].
Then the total number of SS blocks needed is4

S
D

=

⇠
N

✓,gNB

N
�,gNB

K
BF,gNB

⇡⇠
N

✓,UE

N
�,UE

K
BF,UE

⇡
. (3)

Given that there are N
SS

blocks in a burst, the total delay
from the beginning of an SS burst transmission in a gNB to
the completion of the sweep in all the possible directions is

T
IA

= T
SS

✓⇠
S
D

N
SS

⇡
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, (4)

where T
last

is the time required to transmit the remaining SS
blocks in the last burst (notice the there may be just one burst,
thus the first term in Eq. (4) would be 0). This term depends
on the subcarrier spacing and on the number of remaining SS
blocks which is given by
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Then, T
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4We recall that hybrid or digital architectures consume more power than
analog ones, if the same number of bits in the ADCs is used, and thus are
more likely to be implemented only at the receiver side. Nevertheless, some
ADC configurations enable energy efficient digital beamforming (e.g., 3 bits
ADC [28]), with a power consumption equivalent to analog implementation.
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i.e., 2 symbols before the end of that slot, given the positions
of the SS blocks in each slot described in [18]. If instead
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SS,left

is odd, six symbols of slot bN
SS,left

/2c + 1 are also
used.

A selection of results is presented in the next paragraphs. In
Fig. 6 we consider first the impact of the number of SS blocks
in a burst, with a fixed SS burst periodicity T

SS

= 20 ms and
for different beamforming strategies and antenna configura-
tions. In particular in Fig. 6a, in which both the UE and the
gNB use analog beamforming, the initial access delay heavily
depends on the number of antennas at the transceivers since
all the available directions must be scanned one by one. It
may take up from 0.6 s (with N

SS

= 64) to 5.2 s (with
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= 8) to transmit and receive all the possible beams,
which makes the scheme infeasible for practical usage. A
reduction in the sweeping time can be achieved either by

We also observe that the �
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= 120 kHz with no frequency
diversity configuration and the �

f

= 240 kHz scheme with
N

rep

= 5 produce the same detection accuracy results, thus
showing how the effect of increasing the subcarrier spacing
and the number of repetitions of the SS block information in
multiple frequency subbands almost compensates in terms of
misdetection capabilities. Finally, we observe that the impact
of the frequency diversity D and the subcarrier spacing �
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is less significant when increasing the array factor, as can be
seen from the reduced gap between the curves plotted in Fig.
5 for the M
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= 4,M
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= 4 and M
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UE

= 4

configurations. The reason is that, when considering larger
arrays, even the configuration with �
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= 240 kHz and no
repetitions has an average SNR which is high enough to reach
small misdetection probability values.
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and N
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in Sec. III, for digital and omnidirectional architectures K
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=
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,M}, for hybrid K
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= min{N
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where ⌫ is a factor that limits the number of directions in
which it is possible to transmit or receive at the same time,
and for analog K
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= 1 [31].
Then the total number of SS blocks needed is4
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where T
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is the time required to transmit the remaining SS
blocks in the last burst (notice the there may be just one burst,
thus the first term in Eq. (4) would be 0). This term depends
on the subcarrier spacing and on the number of remaining SS
blocks which is given by
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4We recall that hybrid or digital architectures consume more power than
analog ones, if the same number of bits in the ADCs is used, and thus are
more likely to be implemented only at the receiver side. Nevertheless, some
ADC configurations enable energy efficient digital beamforming (e.g., 3 bits
ADC [28]), with a power consumption equivalent to analog implementation.
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The two different options account for an even or odd remaining
number of SS blocks. In the first case, the SS blocks are sent
in N

SS,left

/2 slots, with total duration N
SS,left

/2T
slot

, but the
last one is actually received in the 12th symbol of the last slot,
i.e., 2 symbols before the end of that slot, given the positions
of the SS blocks in each slot described in [18]. If instead
N

SS,left

is odd, six symbols of slot bN
SS,left

/2c + 1 are also
used.

A selection of results is presented in the next paragraphs. In
Fig. 6 we consider first the impact of the number of SS blocks
in a burst, with a fixed SS burst periodicity T

SS

= 20 ms and
for different beamforming strategies and antenna configura-
tions. In particular in Fig. 6a, in which both the UE and the
gNB use analog beamforming, the initial access delay heavily
depends on the number of antennas at the transceivers since
all the available directions must be scanned one by one. It
may take up from 0.6 s (with N

SS

= 64) to 5.2 s (with
N

SS

= 8) to transmit and receive all the possible beams,
which makes the scheme infeasible for practical usage. A
reduction in the sweeping time can be achieved either by

Number of SS blocks per burst

Results: IA reactiveness
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Main takeaways on beam management for NR

• Complete the beam sweep in a single SS burst
(this depends on the number of blocks per burst, the beamforming and the antenna 
array architectures)

• With low network density, larger antenna arrays enable the 
communication with farther users, and provide a wider coverage. 
However, as the gNB density (!") increases, it is possible to use a 
configuration with wide beams for SS bursts

• Multi-connectivity frameworks can help for beam reporting during 
beam tracking
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M. Giordani, M. Polese, A. Roy, D. Castor, M. Zorzi, “A Tutorial on Beam Management for 3GPP NR at mmWave
Frequencies”, IEEE Communications Surveys and Tutorials, 2018.



Deployments at mmWaves
Integrated Access and Backhaul
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Backhaul for mmWave Deployments
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High propagation 
loss + blockage

High deployment 
density

? How is it possible to provide high-capacity 
backhaul in such a dense scenario?



Integrated Access and Backhaul

§Goals:
§ Provide backhaul in dense deployments without densifying the  

transport network
§ Support in-band and out-of-band backhauling
§ IAB nodes should be transparent to UEs (no difference for the 

handset)
§ Support multiple hops
§ Perform self-adaptation of topology
§ Reuse Rel.15 NR specifications
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3GPP Work Item for Release 16

3GPP, “Study on Integrated Access and Backhaul”, TR 38.874 – V1.0 Rel. 15



Integrated Access and Backhaul
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§Opportunities
§ mmWave: high bandwidth for backhaul + spatial reuse
§ In-band backhaul -> no need for multiple frequency licenses
§ Plug-and-play design – self-configuration of IAB nodes

§Challenges
§ Scalability
§ Efficient scheduling
§ Analyze cross-layer interactions

How will IAB perform?
• End-to-end performance in a grid scenario



IAB Performance in grid scenario
• Preliminary evaluation: simple outdoor scenario

• From 0 to 4 IAB nodes
• 40 users randomly placed outdoor
• 3GPP channel model
• UDP traffic at rate ! ∈ 28, 224 Mbit/s per UE
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Parameter Value

mmWave carrier frequency 28 GHz
mmWave bandwidth 1 GHz
3GPP Channel Scenario Urban Micro
mmWave max PHY rate 3.2 Gbit/s
MAC scheduler Round Robin
Subframe duration 1 ms
Donor gNB to remote server latency 11 ms
RLC buffer size BRLC for UEs 10 MB
RLC buffer size BRLC for IAB nodes 40 MB
RLC AM reordering timer 2 ms
UDP rate R {28, 224} Mbit/s
UDP packet size 1400 byte
Number of independent simulation runs 50

TABLE I: Simulation parameters

donor wirelessly, thus this scenario only considers single-hop
transmissions.5 40 users are randomly placed outdoors using
the new ns-3 OutdoorPositionAllocator method, and
connect to the closest gNB, either wired or wireless. Each UE
downloads contents from a remote server at a constant rate
R = {28, 224} Mbit/s using UDP as transport protocol. These
two different source rates are used to test the network in dif-
ferent congestion conditions. Finally, the MAC layer performs
Hybrid Automatic Repeat reQuest (HARQ) retransmissions,
and the RLC layer uses the Acknowledged Mode (AM) to
provide additional reliability. The scheduler is Round Robin,
with the look-ahead backhaul-aware mechanisms described in
Sec. III-C. The other simulation parameters are in Table I.

We consider two different end-to-end metrics, i.e., the
experienced throughput and the application-layer latency av-
eraged over multiple independent runs. Fig. 4 investigates
three different throughput values for different source rates R
and varying the number of IAB relays. We observe that, for
the low source rate scenario (i.e., R = 28 Mbit/s), the total
throughput remains almost constant, while, in the congested
scenario (i.e., R = 224 Mbit/s) the rate progressively increases
with the number of relays. This shows that, in the considered
Manhattan scenario, the relays extend the area in which the
mobile terminals can benefit from the coverage of their serving
infrastructures and, in particular, have the potential to improve
the quality of the access link between the cell-edge users and
the donor gNB, thereby guaranteeing higher capacity.

The average latency is shown in Fig. 5. We see that, in
a Manhattan grid scenario, the average latency of the UEs
directly connected to the wired gNB decreases as a result of
increasing the number of wireless relays. Indeed, if the relays
are used, the wired gNB will serve fewer users, i.e., those with
the best channel quality, and will avoid allocating resources
to cell-edge users which, generally, require a high number of
HARQ and RLC retransmissions. Although these benefits are
particularly evident in the R = 224 Mbit/s case, a latency
improvement is also exposed for the non-congested scenario

5Although our simulator enables multi-hop relaying operations, for the
tractability of the simulation in this paper we only focus on single-hop
transmissions, and we leave the analysis of the multi-hop architecture as part
of our future work.
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(i.e., R = 28 Mbit/s) when four relays are deployed.
On the other hand, from Fig. 5 we notice that the average

latency of the users attached to IAB nodes increases with
respect to the configuration without relays, especially when
just one or two wireless relays are deployed. This is mainly
due to the buffering that occurs in the backhaul. In an IAB
context, indeed, the backhaul and access resources are shared,
thus the IAB nodes and the UEs attached to the donor contend
for the same resources. With an RR scheduler, a similar
number of transmission opportunities is allocated to the IAB
nodes and to the UEs, but the relays generally have more data
to transmit than each single UEs. Consequently, the buffering
latency at the RLC layer of the relays increases. Nonetheless,
for the congested scenario (i.e., R = 224 Mbit/s), the overall
average latency when more than three relays are deployed (i.e.,
287 and 250 ms for three and four relays, respectively) is
equivalent or lower than that in the configuration with the
donor gNB only (i.e., 292 ms), as shown in Fig. 5.

The above discussion exemplifies how an IAB architecture
introduces both opportunities and challenges. From one side,
the deployment of wireless relays is a viable approach to in-
crease the coverage of cell-edge users, i.e., the most resource-
constrained network entities, thereby promoting fairness in



End-to-end Performance for IAB

§ Main findings:
§ For high source rate, the relays improve the UDP throughput by 

improving the link quality for cell-edge users
§ Offload the wired base station of cell-edge users -> lower latency 

for its UEs
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communication latency, of mmWave nodes in an IAB scenario.
We showed that the IAB architecture may represent a viable
solution to efficiently relay the traffic of cell-edge users in
very congested networks.

This work opens up some particularly interesting research
directions. More specifically, we plan to investigate how to
design advanced backhaul path selection policies as well as
to determine the best degree of migration from a fully-wired
backhaul deployment to a wireless backhaul solution when
considering both economic and performance trade-offs. More-

over, we will further extend the ns-3 mmWave module with
additional IAB features, in order to address mobility scenarios,
and keep track of the 3GPP specifications on this topic.
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communication latency, of mmWave nodes in an IAB scenario.
We showed that the IAB architecture may represent a viable
solution to efficiently relay the traffic of cell-edge users in
very congested networks.

This work opens up some particularly interesting research
directions. More specifically, we plan to investigate how to
design advanced backhaul path selection policies as well as
to determine the best degree of migration from a fully-wired
backhaul deployment to a wireless backhaul solution when
considering both economic and performance trade-offs. More-

over, we will further extend the ns-3 mmWave module with
additional IAB features, in order to address mobility scenarios,
and keep track of the 3GPP specifications on this topic.
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Main takeaways on IAB
• IAB can provide an alternative to fiber for initial ultra-dense NR 

deployments

• We provide a tool for end-to-end performance evaluation

• Key design parameters for improved end-to-end performance:

• Scheduler

• Multi-hop attachment strategies

• Spatial multiplexing (to be investigated)

M. Polese, M. Giordani, A. Roy, D. Castor, M. Zorzi, “Distributed Path Selection Strategies for Integrated Access and 
Backhaul at mmWaves”, IEEE GLOBECOM, 2018.
M. Polese, M. Giordani, A. Roy, S. Goyal, D. Castor, M. Zorzi, “End-to-End Simulation of Integrated Access and 
Backhaul at mmWaves”, IEEE CAMAD, 2018.
https://github.com/signetlabdei/ns3-mmwave-iab In

te
gr

at
ed

 A
cc

es
s 

an
d 

Ba
ck

ha
ul



End-to-end performance at mmWaves
TCP issues in mmWave networks
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TCP issues on mmWave links
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Possible solutions

To cope with wireless channel fluctuations (LOS-NLOS-LOS), 
we need:

1. A shorter control loop, to react faster
2. Faster window ramp-up mechanisms, to exploit the available 

data rate
3. Mobility management or multiple paths (avoid LOS-NLOS)
4. A cross-layer approach to better discipline the TCP sending rate
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milliProxy – a TCP proxy for mmWaves

§ Goal: reduce buffering latency + increase goodput
§ Transparent to the end-to-end flow
§ Installed in the gNB – or at the edge
§ Cross-layer approach

§ Per-UE data rate
§ RLC buffer occupancy
§ RTT estimation

§ Modular
§ Plug-in different

flow control
algorithms
(inspired to [1])
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[1] M. Casoni et al., “Implementation and validation of TCP options and congestion control algorithms for ns- 3,” in Proc. WNS3, 2015



milliProxy – flow control

§ Interaction with the TCP sender
§ TCP sending rate is min(CW,ARW)
§ milliProxy modifies the ARW in the 

ACKs, according to the flow control
policy used
§ Bandwidth-Delay 

Product (BDP)
based ARW = BW*RTT

§ More conservative 
ARW = 
min([RTT*PHYrate]-B, 0) 
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Figure 7: Evolution of the congestion and flow windows in a realization of the
scenario. Notice that the y axis is in logarithmic scale.
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Results: scenario with many LOS/NLOS 
transitions
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(b) TCP goodput gain when using milliProxy, i.e., ratio between the goodput
with milliProxy and with TCP NewReno.

Table II: Goodput and latency performance gains with milliProxy.

A comparison between different configuration options for
milliProxy is given in Fig. 6. In particular, we are interested
in studying the sensitivity of goodput and latency with respect
the delay D

info

in the acquisition of the cross-layer information
from the gNB: it is equal to 0 when milliProxy is deployed in
the gNB, and greater than 0 when installed in a node in the
core or edge network. We consider D
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upper bound to the latency related to milliProxy’s deployment
in the core or edge network. As shown in Fig. 6, the two
tested configurations have a similar behavior in terms of both
goodput and latency, showing that milliProxy is robust with
respect different possible deployments in the edge network or
in the gNBs.

V. CONCLUSIONS

In this paper we introduced milliProxy, a novel proxy design
to enhance the performance of TCP in mmWave cellular
networks. We described the main challenges related to the
usage of TCP on top of mmWave links, and the main proxy
designs from the literature. MilliProxy splits the TCP control
loop in two segments, while keeping the end-to-end semantic
of TCP. It has a modular design, which allows to configure two
different MSS values for the two parts of the connection and
different flow window management policies. These can benefit
from the interaction of milliProxy with the protocol stack of
the mmWave networks, enabling cross-layer approaches. We
showed how a FW policy based on the BDP of the end-to-
end connection allows a reduction in latency up to 10 times
or an increase in goodput up to 2 times with respect to the
traditional TCP NewReno, as well as a robustness with respect
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designs from the literature. MilliProxy splits the TCP control
loop in two segments, while keeping the end-to-end semantic
of TCP. It has a modular design, which allows to configure two
different MSS values for the two parts of the connection and
different flow window management policies. These can benefit
from the interaction of milliProxy with the protocol stack of
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Main takeaways end-to-end TCP

•Performance issues with intermittent mmWave
links
•Solutions have been proposed and should be 
integrated in new NR mmWave deployments
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Conclusions

§ mmWave is the new frontier of wireless
§ Research and standardization groups are 

addressing the main issues

§ But the research is still active:
§ New applications of mmWave (vehicular)

§ End-to-end performance

§ Circuit design

§ Testbeds and deployments

§ Fundamental trade-offs
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Resources
§ ns-3 mmWave module can be downloaded from 

Github
§ www.github.com/nyuwireless-unipd/ns3-

mmwave
§ IAB extension 

https://github.com/signetlabdei/ns3-mmwave-
iab

§ Tutorial paper on the module 
https://ieeexplore.ieee.org/document/8344116/

§ UNIPD mmWave website
§ http://mmwave.dei.unipd.it
§ All the relevant publications with links to 

arXiv/IEEExplore/ACM DL
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